
 

 

 

 

 





Figure One: An interaction model between the agent and the environment in reinforcement learning 
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Figure Two: A neural network with two hidden layers 

 

Investment Strategy implemented by a neural network

Consumption Strategy implemented by a neural network
… … …

Input Factor 1

Input Factor N

…

Asset 1 
Allocation

Asset M 
Allocation

… …… Consumption
Level

Input Factor 1

Input Factor N



Figure Three: Architecture of the Deep Reinforcement Learning Engine 



Figure Four: The Advantages of DRL over Markowitz Optimization (not scaled) 
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Table One: Capital market assumptions 

𝛾 = 1,2,3,5,10

𝑈(𝑐) = 1
1 − 𝛾⁄ 𝑐1−𝛾 ,  𝑓𝑜𝑟 𝛾 > 0 𝑎𝑛𝑑 𝛾 ≠ 1; log(𝑐) 𝑓𝑜𝑟 𝛾 = 1 𝛾

𝑚𝑎𝑥𝐶𝑡,  t=0,…,𝑇𝐸[∑ 𝛿𝑡𝑇
𝑡=0 𝑈(𝑐𝑡)] 𝑊𝑡+1 = (1 + 𝑅𝑝,𝑡+1)(𝑊𝑡 − 𝑐𝑡)  𝑐𝑡

𝑅𝑝,𝑡+1 𝑡 𝑡 + 1 𝛿



𝛾 = 5

Figure Five: Hypothetical Risk Return Efficient Frontier 

Figure Six: Average Allocation over Time 
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Table Two: The Learned and Optimal Allocations 

 

Table Three: Average Learned and Optimal Consumption 

𝑚𝑎𝑥𝐶𝑡,  t=0,…,𝑇𝐸[∑ 𝛿𝑡𝑇
𝑡=0 𝑈(𝑐𝑡)] 𝑊𝑡+1 = (1 + 𝑅𝑝,𝑡+1)(𝑊𝑡 − 𝑐𝑡)  𝑐𝑡

𝑅𝑝,𝑡+1 𝑡 𝑡 + 1 𝛿










